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ABSTRACT
In recent years, federated learning has achieved remarkable re-
sults in the medical and financial fields, but various attacks have
always plagued federated learning. Data poisoning attack and de-
fense research in horizontal federated learning are sufficient, yet
vertical federated data poisoning attack and defense remains an
open area due to two challenges: (1) Complex data distributions
lead to immense attack possibilities, and (2) defense methods are
insufficient for complex data distributions. We have discovered that
from the perspective of information theory, the above challenges
can be addressed elegantly and succinctly with a solution. We first
reveal the information-theoretic mechanisms underlying vertical
federated data poisoning attacks and then propose an unsupervised
vertical federated data poisoning defense method (VFedAD) based
on information theory. VFedAD learns semantic-rich client data
representations through contrastive learning task and cross-client
prediction task to identify anomalies. Experiments show VFedAD
effectively detects vertical federated anomalies, protecting subse-
quent algorithms from vertical federated data poisoning attacks.
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1 INTRODUCTION
As distributed technologies have evolved and people’s awareness
of data privacy has increased [17], federated learning has garnered
increasing attention. FL enables many participants to build a joint
ML model without exposing their private training data [3, 14].
Considered a promising area of research, federated learning has
achieved success in multiple fields such as finance, healthcare, and
the Internet of Things [11, 13, 15, 21, 23].

However, federal learning has always faced the threat of data
poisoning attacks [2, 10, 20]. Data poisoning attacks are a type of
attack targeted at machine learning systems [2, 10, 20]. Recently,
the impact of label flipping attack on federated learning is studied,
and a method to defend against label flipping attack is proposed
[18]. In order to conduct poisoning attacks more stealthily, some
people propose that attackers can forge private samples of other
participants by training GAN locally, and then perform label flip
attacks on these generated samples to achieve stealthy attacks on
the global model [22] .

Although robust federated learning studies have demonstrated
promising results, they solely concentrated on horizontal federated
learning. However, defending against vertical federated data poi-
soning attacks remains an open and challenging area due to the
following two reasons: (1) The complex distribution of vertical fed-
erated data includes different features of the same sample, creating
a vast space for potential attacks that are hard to detect. (2) Current
defenses against data poisoning mainly employ shallow anomaly
detection methods, which are inadequate to handle the intricate,
high-dimensional data distributions in vertical federated learning.

Yet, our study has uncovered a novel approach based on infor-
mation theory that may offer a simple yet effective solution to
these enduring challenges. Firstly, this study conducts an extensive
examination of the data flow process and identifies the three pri-
mary forms of vertical federated data poisoning attacks. Secondly,
this study examines the impact of these attacks on the information
structure of vertical federated data. Finally, this study proposes a
new unsupervised anomaly detection method, in order to improve
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the robustness of the federated system by effectively detecting poi-
soned samples introduced by data poisoning attacks. Our major
contributions are outlined as:

• We conduct an extensive examination of the data flow pro-
cess and identify the three primary forms of vertical fed-
erated data poisoning attacks. Furthermore, we reveal the
impact of these attacks on the information structure of ver-
tical federated data through both theoretical analysis and
experimental evaluation.

• We propose the defense method VFedAD, an unsupervised
vertical federated anomaly detection algorithm based on the
information theory. VFedAD is built based on the semantic
information structure of vertical federated data and does not
depend on the shallow data distribution structure, so it can
handle more complex data distributions.

• Sufficient experiments demonstrate that the vertical feder-
ated anomalies introduced by data poisoning attacks can be
accurately detected by VFedAD even though the data dis-
tribution is very complex. By inserting VFedAD before any
vertical federated learning algorithm to remove the poisoned
samples, it can effectively defend against various vertical
federated data poisoning attacks.

2 RELATEDWORKS
2.1 Vertical Federated Learning
Vertical federated learning (VFL) is a strategy for training cross-silo
datasets that share the same samples in different feature spaces.
Unlike horizontal FL, which aggregates model parameters or gra-
dient information, VFL uses encoded embeddings to aggregate all
feature spaces for training and inference in a central server. The
process first aligns datasets, then encodes local features and sends
them to the server for supervised learning. Gradient descent can
also be used to optimize models on both client and server, with the
server sharing gradient information to help complete local updates.

Previous work has focused on improving the efficiency of VFL,
such as using asynchronous updating algorithms and reducing
communication times. Some studies proposed methods like VAFL
[4], T-VFL [24], FDML [7], FedOnce [19], and CE-VFL [9], to speed
up the training process. Other work has focused on improving the
effectiveness of VFL, by addressing issues like sample unalignment
in real-world datasets using strategies like self-supervised learning
as in VFed-SSD [12] and FedHSSL [6].

Nonetheless, few studies have focused on the risk of poisoned
data in VFL, which can disrupt its efficiency and effectiveness. Our
work addresses this issue by utilizing abnormal detection to detect
and resolve poisoned data, an unexplored area in VFL research.

2.2 Data Poisoning Attack
Data poisoning attacks are prevalent in machine learning models.
They aim to inject false information into the training data, result-
ing in incorrect predictions during model inference. Label flipping
attacks [18], a type of poisoning attack, corrupt the labels of sam-
ples and degrade the performance of the global model. To defend
against such attacks, some people proposed using principal com-
ponent analysis (PCA) to lower the dimensionality of local model

parameters and detect malicious clients [18]. An anomaly detec-
tion method was introduced to filter potentially poisoned samples
during training [5]. This approach generates sub-models and ap-
plies a voting scheme to identify poisoned samples. Some people
proposed a covert poisoning attack method using generative ad-
versarial networks to forge private samples of other participants
[22]. The attacker can perform label flipping attacks on these gen-
erated samples, which can effectively tamper with the global model.
This type of attack is more covert, as it does not require access to
participant devices or bypass local intrusion detection mechanisms.

However, the above data poisoning attacks and defense methods
are all aimed at horizontal federated learning and cannot be directly
transferred to vertical federated learning scenarios.

3 ALGORITHM
In this section, we propose three primary forms of data poison-
ing attacks against vertical federated learning. Then, we reveal
the impact of data poisoning attacks on the information structure
of vertical federated data. Finally, we propose a defense method
VFedAD that can accurately detect the anomalies introduced by
the above vertical federated data poisoning attacks.

3.1 Data Poisoning Attacks Against Vertical
Federated Learning

3.1.1 Characteristics of Vertical Federated Data. In the context of
vertical federated learning, we observe that different clients possess
features about distinct aspects of the same entity. Although these
features contain diverse information, there is a certain internal
correlation among them since they all pertain to the same entity.
Hence, some of the information is shared among the features, while
some are unique to each client (as Example 1).

Example 1 (Characteristics of vertical federated data
distribution). In the context of vertical federated learning, a hospi-
tal and a supermarket in the same area can be used as clients. The
hospital’s data features reflect the health status of users, while the
supermarket’s features reflect user consumption preferences. Although
these features contain different information, they also have certain
correlations and share some features. For instance, if Bob suffers from
diabetes, his hospital features will show corresponding indicators such
as abnormal blood sugar levels, while the supermarket’s features will
also be affected. For example, the possibility of sweets in the super-
market’s consumption preferences will be reduced.

3.1.2 Vertical Federated Data Poisoning Attack. Complex vertical
federated data distribution means that the space of possible attacks
is huge. This brings difficulties to the systematic research of vertical
federated data poisoning attacks. Observing the entire life cycle
of data, from data collection to data storage and application, we
propose three primary forms vertical federated data poisoning
attacks (shown in Figure 1):

Definition 1 (Random Failure Attack). The samples in client
𝑐 are replaced with random values with a certain probability, which
means that client 𝑐 suffers from a random failure attack.
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Figure 1: Three primary forms vertical federated data poisoning attacks

Definition 2 (Random Mismatch Attack). A certain propor-
tion of features in client 𝑐 are randomly shuffled, resulting in the de-
struction of their correspondence with features in other clients, which
means that client 𝑐 suffers from a random mismatch attack.

Definition 3 (Targeted Tampering Attack). The data of client
𝑐 is artificially tampered with so that the tampered data obeys the
target data distribution, which means that client 𝑐 suffers from a
targeted tampering attack.

The random failure attack models the unavoidable natural
causes of noise in the data collection phase in the real world, for
example, sensor faults or data transmission faults. Also, some low-
level attackers may tamper with sample data into random noise,
and random failure attack also covers this situation.

The random mismatch attack models the mismatch between
samples in different clients. For example, in the data storage and
application stage, due to the lack of communications among clients,
all entities in all clients are sometimes not perfectly aligned. Or an
attacker may also select a part of the dataset and shuffle them.

The targeted tampering attack models those anomalous data
patterns caused by intended attacking. For example, an attacker
may tamper with the features of some samples as the target features,
for example, tamper with the facial features of some users as the
target facial features.

3.2 Vertical Federated Data from the
Perspective of Information Theory

It is not difficult to find that these proposed vertical federated data
poisoning attacks will destroy the information structure of vertical
federated data because the correlation of features in different clients
of the attacked samples is weakened.

3.2.1 Theoretical Analysis. We summarize the above conclusion as
Theorem 1 and prove it in the appendix.
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Figure 2: Sum of mutual information values for all client
pairs of the Caltech-7 dataset at different poisoning ratios 𝛾 .

Theorem 1. The occurrence of any one of the vertical federated
data poisoning attacks (random mismatch, targeted tampering, or
random failure), will lead to the reduction of the mutual information
of data from different clients, that is,𝑀𝐼𝑝𝑜𝑖𝑠𝑜𝑛𝑒𝑑 < 𝑀𝐼 𝑖𝑑𝑒𝑎𝑙 .

3.2.2 Experimental Evaluation. To verify the Theorem 1, we con-
struct a series of datasets containing different types of poisoning
attacks and different poisoning ratios based on the Caltech-7 dataset.
With MINE [1], we estimate the sum of the mutual information
between all client pairs. As shown in Figure 2, the mutual infor-
mation between clients will decrease as the poisoning ratio grows.
Thus we validate the Theorem 1 that these three vertical federated
data poisoning attacks will disrupt shared semantic information
between clients.
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Figure 3: Overview of the VFedAD. To ensure that the representations 𝑍 contain as much semantic information as possible, we
use contrastive learning to maximize the mutual information of representations in different clients. Meanwhile, to ensure that
the representations 𝑍 do not contain semantically irrelevant information, a cross-client prediction task is used to minimize the
conditional entropy of representations in different clients to discard semantically irrelevant information. After training, we
learn a compact representation rich in consistent semantic information and free of irrelevant information. Then we perform
an anomaly scoring, the higher the score the sample is more likely to be a poisoned sample.

3.3 Proposed Defense Model
Motivated by the relationship between poisoning attacks and the
information structure in vertical federated learning, we present a de-
fense method, VFedAD, illustrated in Figure 3, to detect anomalies
generated by poisoning attacks. For privacy preservation, we utilize
the approach used in VAFL [4] where clients upload representations
of their private data to the server and apply local perturbation to
enhance differential privacy. Assuming that the samples in different
clients have been aligned, VFedAD learns hidden representations
containing precise semantic information to detect anomalies with
abnormal semantic information based on these representations. To
ensure that the learned semantic representations contain maximum
semantic information and no irrelevant information, we address
two issues: (1) how to maximize the amount of captured semantic
information in the representations, and (2) how to discard seman-
tically irrelevant information in the representations. To address
these problems, two tasks are designed: the contrastive learning
task and the cross-client prediction task.

3.3.1 Maximize semantic information shared by clients. When the
learned representation𝑍 lacks semantic information, the contrastive
learning task drives the representation 𝑍 to capture more shared
semantic information 𝐼 (𝑍𝑘 ;𝑍 𝑙 ) (as shown in Figure 3) . Consider a
case containing two clients as an example: we maximize the shared
information of the representation 𝑍𝑘 in client 𝑘 and the represen-
tation 𝑍 𝑙 in client 𝑙 by optimizing the following contrastive loss:

L𝑐𝑙 = − 1
𝑁

𝑁∑︁
𝑖=1

log
𝑒sim

(
Z𝑘i ,Z

𝑙
i
)

∑𝑁
𝑗=1 𝑒

sim
(
Z𝑘i ,Z

𝑙
j

) (1)

where 𝑁 is the number of samples, sim(·, ·) is euclidean distance,
Z𝑘i is the representation of sample 𝑖 corresponding to client k,
and so on. According to previous research [16], minimizing such
contrastive loss is equivalent to maximizing the lower bound of
the mutual information of the representations between the clients:
𝐼 (𝑍𝑘 ;𝑍 𝑙 ) ≥ log(𝑁 )−L𝑐𝑙 . Therefore, by minimizing the contrastive
loss, we can force 𝑍𝑘 and 𝑍 𝑙 to capture as much shared semantic
information as possible as their mutual information grows. For
multiple clients, the optimization objective is as follows:

L𝐶𝐿 =
∑︁
𝑘≠𝑙

− 1
𝑁

𝑁∑︁
𝑖=1

log
𝑒sim

(
Z𝑘i ,Z

𝑙
i
)

∑𝑁
𝑗=1 𝑒

sim
(
Z𝑘i ,Z

𝑙
j

) (2)

3.3.2 Discard semantically irrelevant information. When there are
some redundant semantically irrelevant information contained in
𝑍𝑘 and 𝑍 𝑙 , the cross-client prediction task will force the represen-
tation to discard them as reducing conditional entropy 𝐻 (𝑍𝑘 |𝑍 𝑙 )
and 𝐻 (𝑍 𝑙 |𝑍𝑘 ) (as shown in the Figure 3).

Take minimizing 𝐻 (𝑍𝑘 |𝑍 𝑙 ), which measures the redundant in-
formation in 𝑍𝑘 not relevant to 𝑍 𝑙 , as an example. Minimizing
𝐻 (𝑍𝑘 |𝑍 𝑙 ) is equivalent to maximizing E𝑃

𝑍𝑘 ,𝑍𝑙

[
log 𝑃

(
𝑍𝑘 | 𝑍 𝑙

)]
=

−𝐻
(
𝑍𝑘 | 𝑍 𝑙

)
. Since it is intractable to optimizeE𝑃

𝑍𝑘 ,𝑍𝑙

[
log 𝑃

(
𝑍𝑘 | 𝑍 𝑙

)]
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directly, we introduce a variational distribution 𝑄𝜙

(
𝑍𝑘 | 𝑍 𝑙

)
with

parameter 𝜙 . We can show that

E𝑃
𝑍𝑘 ,𝑍𝑙

[
log 𝑃

(
𝑍𝑘 | 𝑍 𝑙

)]
=E𝑃

𝑍𝑘 ,𝑍𝑙

[
log𝑄𝜙

(
𝑍𝑘 | 𝑍 𝑙

)]
+ 𝐷KL

(
𝑃

(
𝑍𝑘 | 𝑍 𝑙

)
∥𝑄𝜙

(
𝑍𝑘 | 𝑍 𝑙

))
≥E𝑃

𝑍𝑘 ,𝑍𝑙

[
log𝑄𝜙

(
𝑍𝑘 | 𝑍 𝑙

)]
(3)

Therefore, we find E𝑃
𝑍𝑘 ,𝑍𝑙

[
log𝑄𝜙

(
𝑍𝑘 | 𝑍 𝑙

)]
is a lower bound of

E𝑃
𝑍𝑘 ,𝑍𝑙

[
log 𝑃

(
𝑍𝑘 | 𝑍 𝑙

)]
. We can let𝑄𝜙

(
𝑍𝑘 | 𝑍 𝑙

)
be the Gaussian

N
(
𝑍𝑘 | 𝑔𝑙→𝑘 (𝑍 𝑙 ), 𝜎I

)
then minimizing 𝐻 (𝑍𝑘 |𝑍 𝑙 ) is equivalent to

minimizing:

L𝑘 |𝑙
𝐶𝑃

=E𝑍𝑘 ,𝑔𝑙→𝑘 (𝑍 𝑙 )∼𝑃
𝑍𝑘 ,𝑔𝑙→𝑘 (𝑍𝑙 )

[


𝑍𝑘 − 𝑔𝑙→𝑘 (𝑍 𝑙 )



2

2

]
=

1
𝑁

𝑁∑︁
𝑖=1




𝑍𝑘
𝑖 − 𝑔𝑙→𝑘 (𝑍 𝑙

𝑖 )



2

2

(4)

where 𝑔𝑙→𝑘 (·) is the predictor that predicts client 𝑘 from client 𝑙 .
Similarly, the loss function to achieve minimizing𝐻 (𝑍 𝑙 |𝑍𝑘 ) isL𝑙 |𝑘

𝐶𝑃
.

Therefore, by minimizing our cross-client prediction loss function:

L𝐶𝑃 =L𝑘 |𝑙
𝐶𝑃

+ L𝑙 |𝑘
𝐶𝑃

=
1
𝑁

𝑁∑︁
𝑖=1

[


𝑍𝑘
𝑖 − 𝑔𝑙→𝑘 (𝑍 𝑙

𝑖 )



2

2
+



𝑍 𝑙

𝑖 − 𝑔𝑘→𝑙 (𝑍𝑘
𝑖 )



2

2

] (5)

the redundant information in 𝑍𝑘 and 𝑍 𝑙 will get discarded.
In the case of multiple clients, the total cross-client prediction

loss can be written as

L𝐶𝑃−𝑑𝑢𝑎𝑙 =
∑︁
𝑘≠𝑙

L𝑘 |𝑙
𝐶𝑃

=
1
𝑁

𝑁∑︁
𝑖=1

∑︁
𝑘≠𝑙




𝑍𝑘
𝑖 − 𝑔𝑙→𝑘 (𝑍 𝑙

𝑖 )



2

2
(6)

3.3.3 The Ring Prediction Loss with Good Scalability. However, to
calculate the loss function above (the dual prediction loss),𝑀 (𝑀−1)
predictor networks are needed if there are𝑀 clients in the federated
system, which is not affordable in practice. Hence, we relax the
dual prediction loss above to the ring prediction loss:

L𝐶𝑃−𝑟𝑖𝑛𝑔 =

𝑀−1∑︁
𝑘=1

L𝑘+1 |𝑘
𝐶𝑃

+ L1 |𝑀
𝐶𝑃

=
1
𝑁

𝑁∑︁
𝑖=1

[
𝑀−1∑︁
𝑘=1




𝑍𝑘+1
𝑖 − 𝑔𝑘→𝑘+1 (𝑍𝑘

𝑖 )



2

2

+



𝑍 1

𝑖 − 𝑔𝑀→1 (𝑍𝑀
𝑖 )




2

2

]
(7)

in which we need only𝑀 predictors.
However, we found that the ring prediction loss can achieve

the same effect even though it uses much fewer predictors than
the dual prediction loss. Next, we prove that they can achieve the
same goal of reducing the irrelevant information with the optimal
representations, as stated in Theorem 2.

Theorem 2. It is possible to achieve the following goals through the
optimization of either the ring cross-client prediction loss L𝐶𝑃−𝑟𝑖𝑛𝑔
or the dual cross-client prediction loss L𝐶𝑃−𝑑𝑢𝑎𝑙 :

𝐻 (𝑍 𝑖 |𝑍 𝑗 ) = 0, 𝑖, 𝑗 = 1, 2, . . . , 𝑀, 𝑖 ≠ 𝑗

where 𝑍 𝑖 is all sample representations of client 𝑖 and𝑀 is the number
of clients.

We prove the theorem 2 in the appendix. If not specified, the
cross-client prediction loss L𝐶𝑃 used in VFedAD is the ring predic-
tion loss L𝐶𝑃−𝑟𝑖𝑛𝑔 .

3.3.4 Overall Objective Function. The overall objective function of
VFedAD is:

L =L𝐶𝐿 + 𝜆L𝐶𝑃 (8)
where 𝜆 is a trade-off parameter. Optimizing this loss can ensure

that the representation captures as much semantic information as
possible while discarding semantically irrelevant information. After
the loss converges, we perform anomaly scoring, and samples with
higher scores are more likely to be poisoned samples.

3.4 Anomaly Score Measurement
With the learned latent representations, we propose an anomaly
scoring function:

𝑆 (𝑖) = 𝑆𝑁𝐶 (𝑖) + 𝑆𝐶𝐶 (𝑖) (9)

where
𝑆𝑁𝐶 (𝑖) =

∑︁
𝑍 𝑗 ∈knn(𝑍𝑖 )

[

𝑍𝑖 − 𝑍 𝑗



2
2

]
,

(𝑍𝑖 = 𝑍 1
𝑖 ⊕ 𝑍 2

𝑖 ... ⊕ 𝑍𝑀
𝑖 )

(10)

𝑆𝐶𝐶 (𝑖) =
𝑀−1∑︁
𝑘=1




𝑍𝑘+1
𝑖 − 𝑔𝑘→𝑘+1 (𝑍𝑘

𝑖 )



2

2
+



𝑍 1

𝑖 − 𝑔𝑀→1 (𝑍𝑀
𝑖 )




2

2

(11)
𝑆𝑁𝐶 (𝑖) is the neighbor consistency score ( concatenate the repre-

sentations𝑍𝑘
𝑖
of all clients of sample 𝑖 to get𝑍𝑖 ). 𝑆𝐶𝐶 (𝑖) is the client

consistency score (cross-client prediction loss for the sample 𝑖). We
define the set 𝐶𝑙𝑖𝑒𝑛𝑡𝑠 = {1, 2, ...𝑀} and 𝑆𝑎𝑚𝑝𝑙𝑒𝑠 = {1, 2, ...𝑁 }. The
anomaly scoring function can detect anomalies injected by three
types of poisoning attacks: (1) For random failure: If sample 𝑖
in client 𝑘 is attacked by this attack, it means that its feature be-
comes a significant anomaly, and its original semantic information
is completely destroyed. Therefore, its semantic representation 𝑍𝑘

𝑖

will be far away from 𝑍𝑘
𝑆𝑎𝑚𝑝𝑙𝑒𝑠\{𝑖 } , the semantic representation of

other samples, and will also be far away from its representation on
other clients (𝑍𝐶𝑙𝑖𝑒𝑛𝑡𝑠\{𝑘 }

𝑖
), so the poisoned sample 𝑖 will have a

larger neighbor consistency score and client consistency score. (2)
For random mismatch: If the sample 𝑖 in the client 𝑘 is subjected
to a random mismatch attack, it means that the semantic consis-
tency of the features of the poisoned sample 𝑖 in different clients
is destroyed, so the corresponding semantic representations 𝑍𝑘

𝑖
is

away from 𝑍
𝐶𝑙𝑖𝑒𝑛𝑡𝑠\{𝑘 }
𝑖

, the poisoned sample 𝑖 will have a larger
client consistency score. (3) For targeted tampering: If sample 𝑖
in client 𝑘 is subjected to this attack, it means that 𝑋𝑘

𝑖
is changed

to the feature of the target category, resulting in 𝑋𝑘
𝑖
, the feature

of the poisoned sample 𝑖 in the client k, contain different semantic
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Table 1: Details of several datasets. The numbers in the table
are the dimensions of the data in the client (with feature
name in parenthesis)

Client Synthetic dataset Real multi-view datasets
MSRC-v1 AWA-10 Caltech-7

1 2 24 (CM) 2688 (CQ) 48 (Gabor)
2 2 576 (HOG) 2000 (LSS) 40 (WM)
3 - 512 (GIST) 252 (PHOG) 254 (CENTRIST)
4 - 256 (LBP) 2000 (SIFT) 1984 (HOG)
5 - 254 (CENT) 2000 (RGSIFT) 512 (GIST)
6 - - 2000 (SURF) 928 (LBP)

Number of samples 400 210 800 1474
Number of categories 2 7 10 7

information with the features 𝑋𝐶𝑙𝑖𝑒𝑛𝑡𝑠\{𝑘 }
𝑖

in other clients. There-
fore, the corresponding semantic representation 𝑋

𝐶𝑙𝑖𝑒𝑛𝑡𝑠\{𝑘 }
𝑖

and
𝑍
𝐶𝑙𝑖𝑒𝑛𝑡𝑠\{𝑘 }
𝑖

are far apart, so the client consistency score of the
poisoned sample 𝑖 will be larger.

After model convergence, poisoned samples will have larger
anomaly scores than normal samples. Therefore, VFedAD can detect
and remove poisoned samples, defending against vertical federated
data poisoning attacks.

4 EXPERIMENTS
4.1 Experimental Setup
4.1.1 Datasets. This section uses a synthetic dataset and three
real datasets (MSRC-v1, AWA-10, Caltech-7) that are commonly
employed in multi-view learning. Each view’s data corresponds to a
client in subsequent experiments. Table 1 summarizes the datasets’
details. A synthetic dataset is created to showcase VFedAD’s supe-
riority in processing datasets with complex data distribution that
does not adhere to cluster structure assumptions. This synthetic
dataset is a two-client dataset with two categories in a single cluster
structure that fails the cluster structure assumption. Client 1 has
400 data points sampled from a two-dimensional Gaussian distribu-
tion 𝑁 (0, 0, 0.1, 0.1, 0), segmented into two categories with the line
y=x as a boundary. We apply linear transformations and random
perturbations to client 1 to create client 2.

4.1.2 Implementation Details. We conduct our experiments with a
batch size of 256 on RTX 3090. The number of nearest neighbors
in the outlier score function is set to 5. The trade-off parameter
𝜆 in the loss function is set to 10 (Synthetic), 100 (Caltech-7), 1
(AWA-10), and 10 (MSRC-v1) on different datasets. The intra-client
encoder and cross-client predictor (in server) are both implemented
with MLP (Multi-Layer Perceptron). We use the Adam optimizer
to optimize all encoders and predictors. The learning rate is set
to 0.001 in all experiments. We use AUC (area under ROC curve)
[8] and F1-score as evaluation metrics for the anomaly detection
ability of the model. We will publish our code on GitHub after the
paper is accepted.

4.2 Effectiveness of Vertical Federated Data
Poisoning Attacks

We conducted varying degrees of our proposed data poisoning
attacks on three datasets and observed the classification perfor-
mance of the downstream vertical federated learning algorithms

0.00 0.05 0.10 0.15 0.20
Poisoning sample ratio

0.2

0.3

0.4
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0.7
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vafl@msrc-v1
vafl@caltech7
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Figure 4: Performance of downstream algorithms on datasets
with different poisoning attack ratios

Table 2: Experimental evaluation of anomaly detection capa-
bility of VFedAD. The averageAUCand F1-score of 5 replicate
experiments were recorded.

Synthetic dataset MSRC-v1 AWA-10 Caltech-7

AUC 0.984 0.967 0.912 0.957
F1-score 0.917 0.862 0.792 0.831

(FedAVG [14] and VAFL [4]) on the poisoned datasets. For exam-
ple, "vafl@msrc-v1" in Figure 4 corresponds to the experimental
results of the VAFL algorithm on MSRC-V1 dataset. As shown in
Figure 4, as the poisoning samples ratio increased, the performance
of the downstream model significantly decreased. Furthermore, a
relatively small rate of poisoning samples (3%) was sufficient to sig-
nificantly damage the model. This demonstrates that our proposed
data poisoning attack can effectively damage vertical federated
learning algorithms.

4.3 Evaluate the ability of VFedAD to detect
poisoned samples

4.3.1 Synthetic Datasets. To demonstrate VFedAD’s ability to han-
dle complex data distribution, we evaluate VFedAD using a syn-
thetic dataset with odd data distribution. The experimental results
are recorded in Table 2. Experimental results show that VFedAD
can accurately detect anomalies from synthetic dataset even if the
dataset does not obey common cluster structure assumptions.

4.3.2 Real Datasets. In order to further verify the ability of VFedAD
to handle real high-dimensional and complex data sets, we conduct
experiments on real datasets with multiple clients, high dimensions,
and large sample numbers. The experimental results are recorded in
Table 2. The experimental results show that even on real data sets
with complex data distribution, VFedAD can still accurately identify
the anomalies introduced by the three data poisoning attacks.

4.4 VFedAD is A Good Bodyguard
In this section, we conduct experiments on real datasets to check
whether VFedAD can effectively protect downstream vertical fed-
erated algorithms from vertical federated data poisoning attacks.
To this end, we insert the VFedAD algorithm before other vertical
federated learning algorithms (FedAVG [14] and VAFL [4]) to elimi-
nate possible poisoned samples and then observe the performance
of the downstream vertical federated algorithm on the remaining
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Table 3: Insert VFedAD before other vertical federation al-
gorithms to discard possible poisoned samples, and record
the classification task performance of downstream vertical
federated algorithms on the remaining samples. The average
accuracy of 10 replicate experiments was recorded.

MSRC-v1 AWA-10 Caltech-7

PSR-15% →FedAVG 46.03 37.50 77.86
PSR-15% →VFedAD-5% →FedAVG 68.01 39.55 87.97
PSR-15% →VFedAD-10% →FedAVG 72.32 42.19 90.85
PSR-15% →VFedAD-15% →FedAVG 78.46 45.00 91.39
PSR-0% →FedAVG 80.95 45.25 94.37
PSR-15% →VAFL 80.71 36.66 92.00
PSR-15% →VFedAD-5% →VAFL 82.50 39.57 92.26
PSR-15% →VFedAD-10% →VAFL 84.54 43.25 95.40
PSR-15% →VFedAD-15% →VAFL 90.00 43.67 97.50
PSR-0% →VAFL 94.33 43.95 97.96

data. Specifically, for each experimental data set, we first perform
the VFedAD algorithm to obtain the anomaly score of each sample.
Next, we sort the anomaly scores of all samples in descending order
and remove the top x%(x=5,10,15) samples. Finally, the downstream
federated learning algorithm performs classification task learning
on the remaining samples and records the final ACC. The exper-
imental results are recorded in Table 3. "PSR-15% →VFedAD-5%
→VAFL "means that the dataset has a poisoning sample rate of 15%.
VFedAD is employed to remove the top 5% of samples with the high-
est anomaly scores, and the downstream federated algorithm used
is VAFL. From all the experimental results, as the number of poi-
soned samples removed by VFedAD increases, the performance of
downstream federated learning algorithms improves significantly.
In summary, VFedAD can effectively protect downstream vertical
federated learning from harm caused by upstream vertical federated
poisoning attacks.

4.5 Ablation Study
In this part, we conduct the ablation study to demonstrate the effec-
tiveness of various parts of VFedAD, including the contrastive loss
𝐿𝐶𝐿 , the ring cross-client prediction loss L𝐶𝑃−𝑟𝑖𝑛𝑔 and the dual
cross-client prediction loss L𝐶𝑃−𝑑𝑢𝑎𝑙 . The results of the ablation
study are shown in Table 4. It can be seen that applying the con-
trastive learning task and the cross-client prediction task together
outperforms applying one task alone, which demonstrates the effec-
tiveness of our learning task design. And according to the last two
rows of Table 4, the ring cross-client prediction loss has almost the
same effect as the dual cross-client prediction loss, even though the
ring loss needs to introduce far fewer cross-client predictors than
the dual loss. As Theorem 2 states, the ring cross-client prediction
and the dual prediction have the same effect.

5 CONCLUSION
We first propose three basic types of vertical federated poison-
ing attacks and elucidate their underlying information-theoretic
mechanisms. We then propose an unsupervised defense method
VFedAD which can accurately detect poisoned samples. Experi-
ments have proved that VFedAD can accurately identify poisoned
samples even in the face of high-dimensional and complex data

Table 4: The results of ablation experiments on the real
datasets. The average AUC of 5 replicate experiments was
recorded. The best and the second-best results are in bold
and underline, respectively.

MSRC-v1 AWA-10 Caltech-7

𝐿𝐶𝐿 0.906 0.866 0.934
𝐿𝐶𝑃−𝑑𝑢𝑎𝑙 0.891 0.813 0.876
𝐿𝐶𝑃−𝑟𝑖𝑛𝑔 0.886 0.799 0.881
𝐿𝐶𝐿 + 𝐿𝐶𝑃−𝑑𝑢𝑎𝑙 0.964 0.928 0.953
𝐿𝐶𝐿 + 𝐿𝐶𝑃−𝑟𝑖𝑛𝑔 0.967 0.912 0.957

MSRC-v1 AWA-10 Caltech-7

10k

100k

200k

300k

400k

500k ring prediction
dual prediction

Figure 5: A comparison of the number of model parameters
in the ring prediction loss and the dual prediction loss

distribution, thus effectively protecting downstream vertical feder-
ated learning algorithms from data poisoning attacks. To the best
of our knowledge, this study is the first work that investigates the
information-theoretic mechanisms underlying vertical federated
poisoning attacks and defenses. We envisage that our work could
serve as a basis for future studies on poisoning attack and defense
in vertical federated learning.
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A PROOF OF THEOREM 1
Proof. Here we theoretically prove the Theorem ??. We first

consider the data distribution under ideal conditions without at-
tacks. For brevity, we take the data from two clients as an example.
It is assumed that there are 𝑐 underlying semantic classes in the
data. When no attack occurs, we can model the joint distribution
of the semantic class related to the features from two clients as:

𝑃C1C2 (𝑖, 𝑗) =
{
𝑝𝑖 , 𝑖 = 𝑗 and 𝑖 = 1, 2, ..., 𝑐
0, otherwise.

(12)

where 𝑃C1C2 (𝑖, 𝑗) represents the probability of a sample that
belongs to class 𝑖 in client 1 and belongs to class 𝑗 in client 2.
For clarity, the joint distribution is recorded as Table 5. Normal
samples correspond to the diagonal elements (excluding 𝑃C1C2 (𝑖 =
anomaly, 𝑗 = anomaly)) of Table 5.

The inter-client mutual information MI for an ideal data distri-
bution without poisoning attacks is:

MIideal =
∑︁
𝑖, 𝑗

𝑃C1C2 (𝑖, 𝑗) log
(

𝑃C1C2 (𝑖, 𝑗)
𝑃C1 (𝑖)𝑃C2 ( 𝑗)

)
= −

𝑐∑︁
𝑖=1

𝑝𝑖 log 𝑝𝑖

(13)

Next, we show that all three types of poisoning attacks will lead
to a reduction in mutual information between clients.

(1) For random mismatch: Without loss of generality, we
assume that when a random mismatch occurs, the features in client
2 will be randomly shuffled. Assuming that the attack occurs at a
probability of 0 < 𝛼 < 1, then each sample has a probability of 𝛼 to
be randomly shuffled in client 2. It is not difficult to calculate that,
when considering random mismatch, the joint distribution is:

𝑃𝑟𝑚C1C2
(𝑖, 𝑗) =(1 − 𝛼)𝑃C1C2 (𝑖, 𝑗) + 𝛼𝑃C2 ( 𝑗)𝑃C1C2 (𝑖, 𝑖) (14)

And the marginal distribution of each client under random mis-
match attacks is:

𝑃𝑟𝑚C1
(𝑖) =

𝑐∑︁
𝑗=1

𝑃𝑟𝑚C1C2
(𝑖, 𝑗) = 𝑃C1 (𝑖)

𝑃𝑟𝑚C2
( 𝑗) =

𝑐∑︁
𝑖=1

𝑃𝑟𝑚C1C2
(𝑖, 𝑗) = 𝑃C2 ( 𝑗)

(15)

The randommismatch attack does not change themarginal distri-
bution of each client, since such attack only destroy the association
between clients. Considering random mismatch attacks, the mutual
information between clients MI𝑟𝑚 is:

Table 5: Ideal multi-client joint distribution without consid-
ering poisoning attacks

C1

C2 1 2 3 ... 𝑐 anomaly

1 𝑝1 0 0 · · · 0 0
2 0 𝑝2 0 · · · 0 0
3 0 0 𝑝3 · · · 0 0
.
.
.

.

.

.
.
.
.

.

.

.
. . .

.

.

.
.
.
.

𝑐 0 0 0 · · · 𝑝𝑐 0
anomaly 0 0 0 · · · 0 0
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MI𝑟𝑚 =
∑︁
𝑖, 𝑗

𝑃𝑟𝑚C1C2
(𝑖, 𝑗) log

( 𝑃𝑟𝑚
V1V2

(𝑖, 𝑗)
𝑃𝑟𝑚
C1

(𝑖)𝑃𝑟𝑚
C2

( 𝑗)

)
=
∑︁
𝑖

[(1 − 𝛼)𝑝𝑖 + 𝛼𝑝2
𝑖 ] log

( (1 − 𝛼)𝑝𝑖 + 𝛼𝑝2
𝑖

𝑝2
𝑖

)
+ 𝛼 log𝛼

∑︁
𝑖≠𝑗

𝑝𝑖𝑝 𝑗

<
∑︁
𝑖

[(1 − 𝛼)𝑝𝑖 + 𝛼𝑝2
𝑖 ] log

( (1 − 𝛼)𝑝𝑖 + 𝛼𝑝2
𝑖

𝑝2
𝑖

)
<
∑︁
𝑖

[(1 − 𝛼)𝑝𝑖 + 𝛼𝑝𝑖 ] log
(
(1 − 𝛼)𝑝𝑖 + 𝛼𝑝𝑖

𝑝2
𝑖

)
= −

𝑐∑︁
𝑖=1

𝑝𝑖 log(𝑝𝑖 ) = MI𝑖𝑑𝑒𝑎𝑙

(16)

So far, we have demonstrated that random mismatches lead to
reduced mutual information shared across clients.

(2) For targeted tampering: Since different malicious attackers
want different target data distributions, targeted tampering attacks
are complex and diverse. To simplify the problem, we consider
a commonly targeted tampering attack: the sample features of a
certain class in the malicious client are modified to the features from
another semantic class. For this case, without loss of generality,
we assume that the attacker holds client 1 and changes those data
features of class 1 to features from class 2. Under such a situation,
we can write the joint distribution as:

𝑃𝑡𝑡C1C2
(𝑖, 𝑗) =


𝑃C1C2 (𝑖, 𝑗), 𝑖 = 𝑗 and 𝑖 = 2, ..., 𝑐
𝑃C1C2 (1, 1), 𝑖 = 2 and 𝑗=1
0, otherwise.

(17)

Thus, the mutual information between views is:

MI𝑡𝑡 =
∑︁
𝑖, 𝑗

𝑃𝑡𝑡C1C2
(𝑖, 𝑗) log

( 𝑃𝑡𝑡
C1C2

(𝑖, 𝑗)
𝑃𝑡𝑡
C1
(𝑖)𝑃𝑡𝑡
C2
( 𝑗)

)
=𝑝2 log

(
𝑝2

(𝑝1 + 𝑝2)𝑝2

)
+

𝑘∑︁
𝑖=3

𝑝𝑖 log
(
𝑝𝑖

𝑝𝑖𝑝𝑖

)
+ 𝑝1 log

(
𝑝1

(𝑝1 + 𝑝2)𝑝1

)
=𝑝1 log

(
𝑝1

𝑝1 + 𝑝2

)
+ 𝑝2 log

(
𝑝2

𝑝1 + 𝑝2

)
+ MI𝑖𝑑𝑒𝑎𝑙

<MI𝑖𝑑𝑒𝑎𝑙

(18)

Therefore it is proved that targeted tampering leads to less se-
mantic information shared between clients.

(3) For random failure: Assuming that the features in client 1
and client 2 become noise with failure rate 𝛼1 and 𝛼2 (0 < 𝛼1, 𝛼2 <

1), respectively. Considering the random failure, the joint distribu-
tion is:

𝑃
𝑟 𝑓

C1C2
(𝑖, 𝑗) =


(1 − 𝛼1) (1 − 𝛼2)𝑃C1C2 (𝑖, 𝑗); 𝑖, 𝑗 = 1, 2...𝑐 .

𝛼1 (1 − 𝛼2)𝑃C2 ( 𝑗); 𝑖=anomaly and 𝑗 = 1, 2...𝑐 .

𝛼2 (1 − 𝛼1)𝑃C1 (𝑖); 𝑗=anomaly and 𝑖 = 1, 2...𝑐 .

𝛼1𝛼2; 𝑖=anomaly and 𝑗=anomaly
(19)

And according the joint distribution, it can be proved that:

MI𝑟 𝑓 =
∑︁
𝑖, 𝑗

𝑃
𝑟 𝑓

C1C2
(𝑖, 𝑗) log

( 𝑃
𝑟 𝑓

C1C2
(𝑖, 𝑗)

𝑃
𝑟 𝑓

C1
(𝑖)𝑃𝑟 𝑓
C2

( 𝑗)

)
=

𝑐∑︁
𝑖=1

(1 − 𝛼1) (1 − 𝛼2)𝑝𝑖 log
(
(1 − 𝛼1) (1 − 𝛼2)𝑝𝑖
(1 − 𝛼1)𝑝𝑖 (1 − 𝛼2)𝑝𝑖

)
+

𝑐∑︁
𝑗=1

(1 − 𝛼2)𝛼1𝑝 𝑗 log
( (1 − 𝛼2)𝛼1𝑝 𝑗
𝛼1 (1 − 𝛼2)𝑝 𝑗

)
+

𝑐∑︁
𝑖=1

(1 − 𝛼1)𝛼2𝑝𝑖 log
(
(1 − 𝛼1)𝛼2𝑝𝑖
𝛼2 (1 − 𝛼1)𝑝𝑖

)
+ 𝛼1𝛼2 log

(
𝛼1𝛼2
𝛼1𝛼2

)
=(1 − 𝛼1) (1 − 𝛼2)MI𝑖𝑑𝑒𝑎𝑙 < MI𝑖𝑑𝑒𝑎𝑙

(20)

Thus, random failures will lead to less mutual information shared
between views.

In summary, we demonstrate that the occurrence of all proposed
types of poisoning attacks will decrease the mutual information
shared across clients, that is,𝑀𝐼𝑝𝑜𝑖𝑠𝑜𝑛𝑒𝑑 < 𝑀𝐼 𝑖𝑑𝑒𝑎𝑙 . □

B PROOF OF THEOREM 2
We finish the proof of Theorem 2 by four steps: (1) We define the
information equivalence relation of the random variables and verify
that it is an equivalence relation. (2) We define the determined by
relation between the information non-equivalent random variables
and prove it to be a partial order. (3) We reveal the relationship
between conditional entropy and the determined by relation. (4)
Based on the above discussion, we prove the theorem 2.

B.1 The Information Equivalence Relation
Suppose X̂ represents the family of random variables on some
sample space Ω, we define the information equivalence as follows:

Definition 4. Two random variables are information equivalence
if there exist two functions 𝑓 and 𝑓 that make 𝑌 = 𝑓 (𝑋 ), 𝑋 = 𝑓 (𝑌 )
holds, denoted by 𝑋 ∼ 𝑌 .

In intuition, the information equivalence of two randomvariables
means the information in the two variables is the same, and the
variables can predict each other using a pair of predictor functions.
According to the Definition 4, it is not difficult to find that it is an
equivalence relation.
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B.2 The Determined by Relation
After defining the information equivalence relantion ∼, we consider
the quotient space X = X̂/∼. The X represents the family of all in-
formation equivalence classes. For brevity, we still use the represen-
tative 𝑋 to represent the its equivalence class [𝑋 ] = {𝑋 ′ : 𝑋 ′ ∼ 𝑋 }
in X when there is no ambiguity. Under such notion, two random
variables 𝑋 and 𝑌 represent the same element in X if 𝑋 ∼ 𝑌 .

In the space X, we define the “determined by” relation as follow:

Definition 5. We call a random variable 𝑋 to be determined by
𝑌 if there exits a function 𝑓 such that 𝑋 = 𝑓 (𝑌 ) holds almost surely,
denoted by 𝑋 ⪯ 𝑌 .

Since we use the representatives instead of equivalence classes
in the definition, we can first prove that the definition of 𝑋 ⪯ 𝑌 is
irrelevant to the choice of representatives 𝑋 ∈ [𝑋 ], 𝑌 ∈ [𝑌 ], i.e. if
𝑋 ⪯ 𝑌 , then 𝑋 ′ ⪯ 𝑌 ′ for any 𝑋 ′ ∼ 𝑋,𝑌 ′ ∼ 𝑌 .

We can easily check that the determined by relation is a partial
order on X

B.3 Information Properties of “determined by”
To relate the “determined by” relation based on the predictor func-
tion with information theory, we proposed the proposition below:

Proposition 1. Suppose 𝑋,𝑌 are two random variables taking
values in finite sets {𝑥1, 𝑥2, . . . , 𝑥𝑛} and {𝑦1, 𝑦2, . . . , 𝑦𝑚} respectively,
then the following four statements are equivalent:

(1) 𝑋 ⪯ 𝑌 , i.e. 𝑋 is determined by 𝑌
(2) 𝐻 (𝑋,𝑌 ) = 𝐻 (𝑌 )
(3) 𝐻 (𝑋 |𝑌 ) = 0
(4) 𝐼 (𝑋 ;𝑌 ) = 𝐻 (𝑋 )

Proof. The equivalence of statement (2), (3), (4) can be derived
directly just by their definitions, here we mainly focus on the equiv-
alence of (1) and (3).

(1) =⇒ (3): 𝑋 ⪯ 𝑌 means that there is some function 𝑓 such
that 𝑋 = 𝑓 (𝑌 ) and 𝑃 (𝑥𝑖 |𝑦 𝑗 ) = 𝛿𝑥𝑖 ,𝑓 (𝑦 𝑗 ) . Substituting this into the
definition of conditional entropy, we can get

𝐻 (𝑋 |𝑌 ) = −
𝑚∑︁
𝑗=1

𝑃 (𝑦 𝑗 )
𝑛∑︁
𝑖=1

𝑃 (𝑥𝑖 |𝑦 𝑗 ) log 𝑃 (𝑥𝑖 |𝑦 𝑗 )

= −
𝑚∑︁
𝑗=1

𝑃 (𝑦 𝑗 )
𝑛∑︁
𝑖=1

𝛿𝑥𝑖 ,𝑓 (𝑦 𝑗 ) log𝛿𝑥𝑖 ,𝑓 (𝑦 𝑗 ) = 0

since that 𝛿𝑥𝑖 ,𝑓 (𝑦 𝑗 ) can only be 1 and 0, where 𝛿𝑥𝑖 ,𝑓 (𝑦 𝑗 ) log𝛿𝑥𝑖 ,𝑓 (𝑦 𝑗 )
is always 0.

(3) =⇒ (1): First, by definition, we have

𝐻 (𝑋 |𝑌 ) = −
𝑚∑︁
𝑗=1

𝑃 (𝑦 𝑗 )
𝑛∑︁
𝑖=1

𝑃 (𝑥𝑖 |𝑦 𝑗 ) log 𝑃 (𝑥𝑖 |𝑦 𝑗 )

𝑃 (𝑥𝑖 |𝑦 𝑗 ) ≥ 0,∀(𝑖, 𝑗);
∑︁
𝑖

𝑃 (𝑥𝑖 |𝑦 𝑗 ) = 1,∀𝑗 .

We denote that

𝐻 (𝑋 |𝑌 = 𝑦 𝑗 ) = −
𝑛∑︁
𝑖=1

𝑃 (𝑥𝑖 |𝑦 𝑗 ) log 𝑃 (𝑥𝑖 |𝑦 𝑗 ) ≥ 0

𝐻 (𝑋 |𝑌 ) =
𝑚∑︁
𝑗=1

𝑃 (𝑦 𝑗 )𝐻 (𝑋 |𝑌 = 𝑦 𝑗 ).

𝐻 (𝑋 |𝑌 ) = 0 means that for those 𝑗 : 𝑃 (𝑦 𝑗 ) ≠ 0, we must have
𝐻 (𝑋 |𝑌 = 𝑦 𝑗 ) = 0. And for a fixed 𝑦 𝑗 , 𝐻 (𝑋 |𝑌 = 𝑦 𝑗 ) can be zero only
when it is minimized under constraints.

It is noticed that the entropy above is a strictly concave function
of {𝑃 (𝑥𝑖 |𝑦 𝑗 ), 𝑖 = 1, 2, . . . , 𝑛}. Thus the minimal point of that strictly
concave function must lying on a corner point of its feasible domain,
the probability simplex .

Denote the corner point, which is the only choice of 𝑃 (𝑥𝑖 |𝑦 𝑗 )
given 𝐻 (𝑋 |𝑌 ) = 0, by

𝑃 (𝑥𝑖 |𝑦 𝑗 ) =
{

1, 𝑖 = 𝑖 𝑗 , for some 𝑖 𝑗 ,
0, otherwise.

It is easy to check that 𝐻 (𝑋 |𝑌 = 𝑦 𝑗 ) does take zero at this point.
Hence, We can construct the predictor function 𝑓 as

𝑓 (𝑦 𝑗 ) =
{
𝑥𝑖 𝑗

, 𝑃 (𝑦 𝑗 ) ≠ 0,
𝑥1, otherwise.

and the joint distribution

𝑃 (𝑥𝑖 , 𝑦 𝑗 ) = 𝑃 (𝑦 𝑗 )𝑃 (𝑥𝑖 |𝑦 𝑗 )
{

0, 𝑥𝑖 ≠ 𝑓 (𝑦 𝑗 ) or 𝑃 (𝑦 𝑗 ) = 0
𝑃 (𝑦), 𝑥𝑖 = 𝑓 (𝑦 𝑗 ) and 𝑃 (𝑦 𝑗 ) = 0.

Therefore, It is derived that 𝑃 [𝑥𝑖 ≠ 𝑓 (𝑦 𝑗 )] = 0, meaning that
𝑋 = 𝑓 (𝑌 ) holds almost surely and 𝑋 ⪯ 𝑌 gets proved. □

By the anti-symmetry of the “determined by” relation, we can
directly get the corollary 3.

Corollary 3. Suppose 𝑋,𝑌 are random variables taking values
in finite sets {𝑥1, 𝑥2, . . . , 𝑥𝑛} and {𝑦1, 𝑦2, . . . , 𝑦𝑚} respectively, then
the following for statements are equivalent:

(1) 𝑋 ∼ 𝑌

(2) 𝐻 (𝑋,𝑌 ) = 𝐻 (𝑌 ) = 𝐻 (𝑋 )
(3) 𝐻 (𝑋 |𝑌 ) = 𝐻 (𝑌 |𝑋 ) = 0
(4) 𝐼 (𝑋 ;𝑌 ) = 𝐻 (𝑋 ) = 𝐻 (𝑌 )

B.4 Final Proof of the Theorem 2
By minimizing the ring prediction loss, we can drive the represen-
tations to satisfy:

𝐻 (𝑍2 | 𝑍1) =𝐻 (𝑍1 | 𝑍𝑀 ) = 0 (21)

By the proposition above, we have

𝑍1 ⪯ 𝑍𝑀 ⪯ 𝑍𝑀−1 ⪯ · · · ⪯ 𝑍2 ⪯ 𝑍1 (22)

Since “⪯” is a partial order, by which we can never form a ring, the
only possibility is that

𝑍1 ∼ 𝑍2 ∼ · · · ∼ 𝑍𝑀 . (23)

This means that the representations of all clients are information
equivalent. According to Corollary 3, we have:

𝐻 (𝑍 𝑖 |𝑍 𝑗 ) = 0, ∀𝑖, 𝑗 = 1, 2, . . . , 𝑀, 𝑖 ≠ 𝑗 (24)

Therefore, like the dual prediction loss, ideally optimizing the ring
prediction loss can also make the conditional entropy to be zero.
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